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Abstract—In this paper, we propose a new scheme for off-line recognition of totally unconstrained handwritten numerals using a simple multilayer cluster neural network trained with the back propagation algorithm and show that the use of genetic algorithms avoids the problem of finding local minima in training the multilayer cluster neural network with gradient descent technique, and improves the recognition rates. In the proposed scheme, Kirsch masks are adopted for extracting feature vectors and a three-layer cluster neural network with five independent subnetworks is developed for classifying similar numerals efficiently. In order to verify the performance of the proposed multilayer cluster neural network, experiments with handwritten numeral database of Concordia University of Canada, that of Electro-Technical Laboratory of Japan, and that of Electronics and Telecommunications Research Institute of Korea were performed. For the case of determining the initial weights using a genetic algorithm, 97.10%, 99.12%, and 99.40% correct recognition rates were obtained, respectively.

Index Terms—Totally unconstrained handwritten numeral recognition, multilayer cluster neural network, genetic algorithm.

1 INTRODUCTION

Handwritten character recognition systems have been proposed and implemented in a number of different ways. However, for the recognition of totally unconstrained handwritten numerals, it is probably safe to say that no simple scheme is likely to achieve high recognition and reliability rates. Thus recent efforts have been directed toward more sophisticated systems [1], [2]. In order to maximize the performance of unconstrained handwritten numeral recognition, the following two approaches could be considered: one is to design a feature extractor which does not miss important features while minimizing the number of meaningless pixels, and the other is to design a classifier which has good generalization power and minimum substitution error.

Our work has been motivated by these two approaches. The proposed scheme consists of two stages: a feature extraction stage for extracting four-directional local feature vectors with Kirsch masks and one global feature vector linearly compressed from a normalized input image, and a classification stage for recognizing numerals with a simple multilayer cluster neural network trained with the back propagation algorithm. In the case of using a neural network trained with the back propagation algorithm [3] as a classifier, initial weights of the neural network may cause the problem of finding local minima in training with the gradient descent technique because gradient descent techniques proceed by locally searching the immediate neighborhood of a current solution. However, the genetic algorithm has excellent global sampling abilities because it ensures broad coverage over the entire search domain. This suggests that using the genetic algorithm to provide good "seeds" from which the back propagation algorithm then continues to search will be effective [4]. Therefore, we combined a genetic algorithm with the back propagation algorithm to avoid the problem of finding local minima in training with the gradient descent technique.

In order to verify the performance of the proposed multilayer cluster neural network, experiments with handwritten numeral database of Concordia University of Canada, that of Electro-Technical Laboratory (ETL) of Japan, and that of Electronics and Telecommunications Research Institute (ETRI) of Korea were performed. For the case of determining the initial weights using a genetic algorithm, 97.10%, 99.12%, and 99.40% correct recognition rates were obtained, respectively.

2 REVIEW OF EARLIER WORK

In this section we review some methods for the recognition of totally unconstrained handwritten numerals and a multiple-expert system which incorporates different unconstrained handwritten numeral recognition methods. Then, we also review some representative recognition systems which have been implemented to classify unconstrained handwritten numerals with neural networks.

In the method of Mai and Suen [6], statistical data on the frequency of occurrence of features during training are stored in a database. The database is used to deduce the identification of an unknown sample.

To achieve even higher reliability by taking advantage of the inherent complementarity of the different unconstrained handwritten numeral recognition methods, Suen et al. [8] incorporated these methods into a multiple-expert system.

Very good results were recently reported using neural networks. In the method of Krzyzak et al. [9], features are first extracted from the contours of numerals: 15 complex Fourier descriptors from the outer contours and simple topological features from the inner contours. These features are then presented as input to a three-layer modified back propagation network. The modification aims at avoiding the problem of finding local minima in the gradient descent technique used to adjust the weights and results in a convergence rate which is twice as fast.

### TABLE 1

<table>
<thead>
<tr>
<th>Methods Recognized</th>
<th>Substituted</th>
<th>Rejected</th>
<th>Reliability</th>
<th>Training</th>
<th>Testing</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>93.10</td>
<td>2.95</td>
<td>3.85</td>
<td>96.98</td>
<td>4000</td>
<td>2000</td>
</tr>
<tr>
<td>[6]</td>
<td>92.95</td>
<td>2.15</td>
<td>4.90</td>
<td>97.74</td>
<td>4000</td>
<td>2000</td>
</tr>
<tr>
<td>[7]</td>
<td>93.90</td>
<td>1.60</td>
<td>4.50</td>
<td>98.32</td>
<td>4000</td>
<td>2000</td>
</tr>
<tr>
<td>[8]</td>
<td>93.05</td>
<td>0.00</td>
<td>6.95</td>
<td>100.00</td>
<td>4000</td>
<td>2000</td>
</tr>
<tr>
<td>[9]</td>
<td>96.40</td>
<td>1.00</td>
<td>12.60</td>
<td>98.85</td>
<td>4000</td>
<td>2000</td>
</tr>
<tr>
<td>[10]</td>
<td>94.85</td>
<td>5.15</td>
<td>0.00</td>
<td>94.85</td>
<td>4000</td>
<td>2000</td>
</tr>
<tr>
<td>[11]</td>
<td>90.00</td>
<td>1.00</td>
<td>9.00</td>
<td>98.90</td>
<td>7291</td>
<td>2007</td>
</tr>
<tr>
<td>[12]</td>
<td>92.00</td>
<td>6.00</td>
<td>9.80</td>
<td>97.80</td>
<td>7291</td>
<td>2007</td>
</tr>
<tr>
<td>[13]</td>
<td>90.30</td>
<td>1.00</td>
<td>8.70</td>
<td>98.90</td>
<td>7200</td>
<td>1800</td>
</tr>
<tr>
<td>[14]</td>
<td>87.85</td>
<td>4.90</td>
<td>7.25</td>
<td>94.72</td>
<td>5000</td>
<td>3540</td>
</tr>
<tr>
<td>[15]</td>
<td>90.87</td>
<td>2.92</td>
<td>6.21</td>
<td>96.89</td>
<td>15000</td>
<td>10000</td>
</tr>
<tr>
<td>[16]</td>
<td>95.54</td>
<td>1.99</td>
<td>2.47</td>
<td>97.96</td>
<td>2711</td>
<td>300</td>
</tr>
<tr>
<td>[17]</td>
<td>97.10</td>
<td>0.96</td>
<td>1.94</td>
<td>99.02</td>
<td>1762</td>
<td>300</td>
</tr>
<tr>
<td>[18]</td>
<td>99.30</td>
<td>0.50</td>
<td>0.00</td>
<td>99.50</td>
<td>5000</td>
<td>5000</td>
</tr>
<tr>
<td>[19]</td>
<td>96.35</td>
<td>1.00</td>
<td>2.65</td>
<td>98.97</td>
<td>6000</td>
<td>166</td>
</tr>
<tr>
<td>[20]</td>
<td>96.20</td>
<td>0.77</td>
<td>1.03</td>
<td>99.23</td>
<td>2219</td>
<td>300</td>
</tr>
</tbody>
</table>
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Le Cun et al. [10] achieved excellent results with a back propagation network using size-normalized images as direct input. Their solution consists of a network architecture which is highly constrained and designed for the task. There are four internal layers, two layers made of independent groups of feature extractors and two layers which perform averaging/ sub-sampling. The last internal layer is fully connected to the ten-element output, but all other connections are local and use shared weights. In total, there are 4,635 units and 98,442 connections but only 2,578 independent parameters.

Recently, Kner et al. [11] reported that a neural network classifier with single-layer training could be applied efficiently to the recognition of handwritten numerals. In this method, the STEPNET procedure decomposes the problem into simpler subproblems which can be solved by linear separators.

Table 1 shows the performance of some of the most reliable handwritten numeral recognition systems found in the literature. In the Table 1, "**" denotes the case in which the handwritten numeral database of Concordia University of Canada has been used. The fifth column of the table is the reliability of the algorithm, which is computed as shown in the following equation:

\[
\text{Reliability} = \frac{\text{Correct Recognition Rate}}{\text{Correct Recognition Rate} + \text{Substitution Error Rate}}
\]  

For further information on earlier work, refer to [1] and [21].

3 Feature Extraction

In the case of handwritten numerals, it seems natural to use some a priori knowledge about the recognition task in order to transform the low level information of the pixel images into a data representation of higher level. Two possibilities arise: either a priori knowledge is used to design preprocessing operations which are carried out explicitly before classification, or it is used to constrain the general architecture of the classifier, which results in a classifier specialized in the recognition task at hand. We have chosen the first possibility. Numerals, whether handwritten or typed, are essentially line drawings, i.e., one-dimensional structures in a two-dimensional space. Therefore, local detection of line segments seems to be an adequate feature extraction method. For each location in the image, information about the presence of a line segment of a given direction is stored in a feature map.

However, besides mere a priori knowledge, there are other factors which may influence the performance of a recognition system, such as the need for fast computation or hardware limitations. The first-order differential edge detectors are adequate for local detection of a line segment and fast computation. The Frei-Chen edge detector, Kirsch edge detector, Prewitt edge detector, Sobel edge detector, and so on are the representative edge detectors of first-order differential edge detectors. However, among these edge detectors, the Kirsch edge detector has been known to detect four-directional edges more accurately than other edge detectors because the Kirsch edge detector considers all eight neighbors.

Kirsch defined a nonlinear edge enhancement algorithm as follows [22]:

\[
G(i, j) = \max\left\{ 1, \max_{k=0}^{7} \left| S_k - 3T_k \right| \right\}
\]

(2)

where

\[
S_k = A_{k0} + A_{k1} + A_{k2} - A_{k3} - A_{k4} - A_{k5} - A_{k6} - A_{k7}
\]

(3)

and

\[
T_k = A_{k0} - A_{k1} + A_{k2} + A_{k3} - A_{k4} + A_{k5} - A_{k6} + A_{k7}
\]

(4)

In (2), \(G(i, j)\) is the gradient of pixel \((i, j)\), the subscripts of \(A\) are evaluated modulo 8, and \(A_k (k = 0, 1, \ldots, 7)\) is eight neighbors of pixel \((i, j)\) defined as shown in Fig. 1.

In this paper, we calculate directional feature vectors for horizontal(H), vertical(V), right-diagonal(R), and left-diagonal(L) directions as follows:

\[
G(i, j)_H = \max\{ 5S_0 - 3T_0, 15S_4 - 3T_4 \},
\]

\[
G(i, j)_V = \max\{ 5S_1 - 3T_1, 15S_6 - 3T_6 \},
\]

\[
G(i, j)_R = \max\{ 5S_2 - 3T_2, 15S_7 - 3T_7 \},
\]

\[
G(i, j)_L = \max\{ 5S_3 - 3T_3, 15S_5 - 3T_5 \}.
\]

(5)

As a final feature extracting step, each 16 x 16 feature map is compressed to 4 x 4 feature map by accumulating pixels of each 4 x 4 subregion. Fig. 2 shows the Kirsch masks used for calculating directional feature vectors.

![Kirsch masks](image)

\(a\) horizontal, \(b\) vertical, \(c\) right-diagonal, \(d\) left-diagonal.

In the case of using only these local features in totally unconstrained handwritten numeral recognition, global characteristics of input images may not be considered. Therefore, in this paper, we compressed the 16 x 16 normalized input image into 4 x 4 image and used this compressed image as a global feature. As a result, final feature vectors consist of 5 x 4 x 4 feature vectors; 4 x 4 local feature vectors and 1 x 4 x 4 global feature vector. Fig. 3 shows the overview of the proposed feature extraction step.

4 Multilayer Cluster Neural Network Classifier

A popular objective function in neural networks is the mean squared error(MSE) between the actual output of the network and a desired output. Minimizing the objective function is performed by a gradient descent procedure which requires the computation of the gradient of the objective function with respect to connection weights. Back propagation [3] is just an efficient way to compute this gradient. However, a naive back propagation network for identifying handwritten numerals is a large, fully-connected network, where all the units in a layer are connected to all the units in the following layer(s). This approach has severe deficiencies. If the number of weights is kept reasonably small, the network cannot even learn the training set accurately. On the other hand, if it is made big enough to learn the
training set, the excessive number of parameters causes overfitting [10]. In this paper, we propose a simple three-layer cluster neural network with five independent subnetworks.

\[
O = \frac{1}{1 + e^{-(\sum w_k x_k + bias)}}
\]

(6)

where, \( O \) is the output of nonlinear transfer function, \( w \) is weight, and \( x \) is input to the unit. \( w \) and \( bias \) are randomly selected in start state and modified during training. The modification of weights is performed as follows:

\[
\Delta w(n) = -\eta \frac{\partial E}{\partial w} = \eta \nabla \hat{O}(x - 1)
\]

(7)

where, \( \eta \) is the training index, \( \alpha \) is momentum, and \( E \) is MSE. After learning, each subnetwork will generally have different internal representations.

### 4.3 Determination of Optimized Initial Weights Using Genetic Algorithm

In order to determine the optimized initial weights of the multilayer cluster neural network, we combined a genetic algorithm with a back propagation algorithm. The genetic algorithm is effective in sampling technique because it ensures broad coverage over the entire search domain via stochastic search [4]. The genetic algorithm works by collecting information from the early and virtually uniform sampling of early generations, and then using this information to guide subsequent sampling towards particularly promising regions. The selection of a new element of the domain to evaluate therefore exploits global information from across the domain. Therefore, combining the genetic algorithm’s global sampling with back propagation’s local searching seems a extremely natural.

Genetic algorithms are iterative procedures which maintain a “population” of candidate solutions to the objective function \( f(x) \):

\[
P(t) = \langle x_1(t), x_2(t), \ldots, x_L(t) \rangle
\]

(8)

where, each \( x_i \) in population \( P \) is a string of length \( L \). In this paper, each \( x_i \) represents a vector of initial weights of the multilayer cluster neural network. During each iteration step, called a “generation,” the current population is evaluated, and, on the basis of that evaluation, a new population of candidate solutions is formed. A general sketch of the procedure appears in Fig. 5. The initial population \( P(0) \) is usually chosen at random.

```
procedure GA+BP
begin
  t = 0;
  initialize P(0);
  learning with BP;
  evaluate P(0);
  while termination condition not satisfied do
  begin
    t = t+1;
    select P(t) from P(t-1);
    reproduce P(t);
    learning with BP;
    evaluate P(t);
  end
end
```

Fig. 5. Genetic algorithm combined with a back propagation algorithm.

### 5 Experimental Results and Analysis

In this paper, we used three different databases: handwritten numeral database of Concordia University of Canada, that of ETL of Japan, and that of ETRI of Korea.
Fig. 6 Recognition rates per epochs using a fully connected multilayer neural network and a cluster neural network.

Four thousand numerals were used for training and 2,000 numerals were used for testing from the numeral database of Concordia University of Canada. 6,000 numerals were used for training and 4,000 numerals were used for testing from the ETL database, and 4,000 numerals were used for training and 2,000 numerals were used for testing from the numeral database of Electronics and Telecommunications Research Institute, respectively.

The genetic algorithm has been used to create a population of initial weight vectors for the multilayer cluster neural network and then the back propagation algorithm has been used to optimize each of these. The MSE of each result was used for evaluating the initial weight vectors. Basic parameters of the genetic algorithm are presented in Table 2.

**TABLE 2**

<table>
<thead>
<tr>
<th>GENETIC ALGORITHM PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total trials</td>
</tr>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Mutation rate(%)</td>
</tr>
<tr>
<td>Crossover rate(%)</td>
</tr>
<tr>
<td>Generation gap</td>
</tr>
<tr>
<td>Epochs for one generation</td>
</tr>
</tbody>
</table>

Fig. 7 shows the examples from the handwritten numeral database which were misclassified. Table 4 shows the confusion matrix for the method BP+GA using the handwritten numeral database of Concordia University. Fig. 8 shows atypical data [10]. The proposed multilayer cluster neural network classifies these correctly, even though they are quite unlike anything in the training set.

The proposed scheme has been also implemented on wavefront array processor architecture. For the detailed description of the parallel hardware implementation, refer to [23].

**TABLE 4**

<table>
<thead>
<tr>
<th>CONFUSION MATRIX FOR THE METHOD BP+GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>Average</td>
</tr>
</tbody>
</table>

Fig. 8. Atypical data classified correctly by the proposed cluster neural network.

6 CONCLUDING REMARKS

In this paper, we proposed a new scheme for off-line recognition of totally unconstrained handwritten numerals using a simple multilayer cluster neural network trained with the back propagation algorithm.

The proposed multilayer cluster neural network has five independent subnetworks between the input layer and the hidden layer. Each subnetwork starts with the optimized initial weights determined by using genetic algorithm combined with the back propagation algorithm and learns with different feature maps using the back propagation algorithm, respectively. After learning,
each subnetwork has different internal representations. Consequently, the proposed multilayer cluster neural network could classify similar numerals efficiently.

In this paper, we used a simple multilayer cluster neural network which has 10 output units: one per class. However, considering multiple models for the class which has wide variations, it is expected that the performance of proposed scheme will be improved.

Further investigation should be made, however, to design a locally constrained cluster network architecture which has good generalization and involves multiple models and to develop a technique in which segmentation and recognition are integrated for the recognition of unconstrained handwritten, connected numerals.
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