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ABSTRACT

An efficient tedhnique for video camera cdibration is presented. Unlike the methods
reported upto now, it does not require parameter estimation (lense distortion coefficients,
focd distance, rotation and trandation matrices, etc.). The method consists esentialy of a
mapping from the camera spaceonto that of red positions by means of a neural network
(two-layer perceptron) trained with an original algorithm for neural network construction.
This is an approximate technique, i.e. predsion increases with the sample size ad can be
as large & neeaded by growing that size and the computing time. We show that it is
possble to dbtain good approximations with low computational costs (processor and
memory).

K eywords:. video camera cdibration - artificial neural networks - multilayer perceptrons -
function approximation.

1. INTRODUCTION

We present an efficient technique for the cdibration of a video camera, with two main
feaures:
- Non parametric: in advantage over other reported methods ([1],[2]), it doesn't require
estimation of parameters (lense distorsion, focd distance rotation and trandation
meatrices,etc.).
- Approximate: predsion increases with sample size and may grow as much as neeaded by
increasing this sze and the computation time.

Essentialy the method consists of a mapping of camera spaceonto that of red positions
by means of a neural network (two-layer perceptron) trained by the SAGA algorithm [3].
Thisis an approximate method, i.e. predasion increases with the size of the sample and may
be & high as desired by growing this sze and the cdculation time spent. It is diown by
experiments that it is possble to obtain good approximations with alittle computational
effort and it is proved that the required memory islittle too.

2. STEPSOF THE METHOD

The dgorithm has, basicdly, two steps. 1)sampling and 2) approximation. The first one
consists of obtaining a sequence of 5-uples (x,y,d,8,h) where:



- X,y are the CCD coordinates,

- d isthe distance from the observed point to the CCD;

- B isthe angle of the observed point with resped to the camera and
- histhe height of the point.

The gyuations relating those values are (for a256 x 256 pxel CCD):
0 =(a/2) (x-128/128 Q)
=k hf/(y-129 2]
where f isthe focd distance, a is the maximum angle of the camera and k is a normalizing
fador. Hence fixing h we can determine how 8 depends on (x,y), and the same for d. We
obtain:
B =6(xy)
= (x.y)
The method provides this ssmpling for different values of h smultaneoudly.
As for the second stage, it consists of the gproximation of functions 6 and d To do
that we propose aneural network with a two-layer perceptron architedure, trained by
means of

an origina algorithm caled SAGA (seebelow).

3. SAMPLING

The sampling system consists of a lattice of m, xm,, sparkling points, separated by

y
distances S and S respedively. Hence knowing height h of the lattice with resped to

the ceatter of the canera and dstance d to the CCD, we can take, with the same lattice
m, samples (4-uples of the form (x,y,d,6)) for ead one of the my, different heights

defined, i.e., my x my, 5-uples of the form (x,y,d,0,h).
3.1 Sample uniformity

Suppose we want to take m samples, uniformly on the domain Ny XNy, Then we will

need 1) a point for eat nX/\/E over the x-axisand 2) a point for ead Ny //m over
the y-axis. In order to the first, we divide the x-axis in intervals of size

a\/ﬁlnx

For the second, and taking acount of (2), if we want values for y in the form



ny/\/ﬁ
(fork =1,.../m) clealy it will be necessary the following intervals of distance
d:hf\/E/(kny) k=1,.../m

Nevertheless it is easy to see that, for the sake of a red applicaion, as distance
increases, cdibraton for large angles (those nea the limits of maximum opening of the
camera) becomes negligible, sincethe same scene looked at from a greaer distance
encompasses a lessangular range.

4. APPROXIMATION

Once aquired aregular sample of the domain of values (x,y), the method will search for
an approximating function implying the lesspossble mmputational cost when physicdly
implemented. A two-layer perceptron with sigmoid output is a function of the form:

N
> di o(g X+b; y+c;) (3)
i=1

where ¢ is a differentiable, monotonic non deaeasing function such that ¢(+o) = 1 and
(-) = -1. Well-known theorems ([4],[5],[6]) assert that such an architedure is able to
approximate aly continuous function in a cwmpad domain with as much predasion as
desired, properly adjusting the number of terms (hidden units) in the sum and the values of
ai, bi’Ci and dl

Inour case

@(x)=tanh(x) 4)

Previous experiments demonstrated that the @mputing time required by a 80486
microprocesr for a function in the form of (3) and (4) with 10 terms is about 0.3 msec
However, the number of 10 is a bad-case estimation and the smulations dow that it is
possble to dbtain good approximations (on the order of under 5 % of mean relative aror)
with 5 terms, in which case the estimated time for the wmplete wmputation is in the
order of 0.3 msec(0.15 for estimating the distance and 0.15 for estimating the angle).

Asfor the necessary amount of memory to store the perceptron parameters, it will be, if
N is the number of hidden units:

m=8N
memory positions (words), since 4 values are neeled for ead term of the two

perceptrons.
For N =5 it would be m = 40, a negligible memory cost.



4.1 Perceptron parameters

In order to compute the adequate parameters (N and the g, by, ¢; and d; fori=1,...N)

basicdly two classcd strategies were tried: Badpropagation [7] and Simulated anneding
([8],[9]). The results of those gproadces not being satisfadory, a hybrid agorithm was
proposed, cdled SAGA (Simulated Anneding + Gradient descent + Adaptive growing).
SAGA [3] has a basic SA structure @ncerning iterativenessand stochastic accetance of
changesto the variables in state space(in our case, the perceptron parameters), but it uses
the method of gradient descent to propose the danges and an adaptive strategy for
growing the net (i.e. to add hidden units).

More predsely, the SAGA agorithm consists of a SA where parameter changes are
proposed acording to the diredion that maximizes the gradient. The accetance on the
other hand, is subjeded to the dasscd criterium of Boltzmann distribution ([8],[9]). As
for N, it increases as the number of hidden units becomes inefficient to reducethe
approximation error, acording to atolerance parameter.

5. EXPERIMENTAL RESULT S

We show approximations found by SAGA for a training set of 255 pints, with h= 2
cm., tested on a regular lattice of points. In the cae of the distance the mean relative
error was 3.4 % with N = 5 (seefig. 1). For the angle, it was 8.7 % with N = 6 (fig. 2).
The difference between both errors may be explained by the greaer lineaity of 0 (x,y),
for
which a nonlinea function as the proposed ¢ is more difficult to adapt.

6. FUTURE WORK

First of all, it would be interesting to make the dgorithm cagpable to find the proper
corredion for x and vy, i.e. to which values of x and y would correspond, for an ided
canera, 6 and d.

Another interesting question concerns the robustnessof the method under errors in the
aqquisition of data (for example, those due to distances measured with a cetain error or to
the image digitalizaion in the CCD). It seems necessary an analysis of the dfed of those
errors on the fina approximation, and of the ranges of tolerance for them, without
dgnificant effeds when propagated over the final result (in comparison to the desired
error
for the gproximation).

At present, we ae dso working on the improvement of the preasion of the technique.

7. CONCLUSIONS

We have presented an efficient technique for video camera cdibration that, in advantage
over conventional methods ([1],[2]), does not require the estimation of parameters (lense
distortion coefficients, focd distance, rotation and trandation matrices,etc.).



Essentidly, the method consists of a mapping of the canera space onto that of red
positions by means of an artificial neural network (two-layer perceptron), trained with the
SAGA dgorithm.

Besides of non parametric, the cdibration is approximate, that is, the preasion increases
with the number of examples and may be & high as desired by increasing that number and
the mputation time. The eperiments dow that it is possble to obtain good
approximations with alittle computational cost, and it is proved that the required memory
islittle too.

The preasion of the method may be improved. However, for many applications (such as
vehicle navigation in a multitasking environment, for which the technique was initialy
intended), a mean relative aror on the order of 3 %, as obtained for the distance, is very
good.
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